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Abstract: 
In the past two years, we've seen a sudden and significant leap in the performance of natural language 
processing (NLP) systems, with state-of-the-art models such as BERT, RoBERTa, GPT-3, among many 
others. These advances are enabled by the same technology called pretraining. The core idea of 
pretraining is to leverage a large amount of raw text to build a general model of language 
understanding. This model can then be easily adapted to specific NLP tasks, such as sentiment analysis 
and question answering. 
 
However, relatively little research has shed light on the algorithmic side of pretraining, whilst recent 
advances are mostly seen as a triumph of large scale computation with a surge of the number of 
parameters and the size of the training data. The sequence-level language modeling (sLM) objective, 
despite its massive success, has apparent drawbacks and should not be simply taken for granted. 
Language is compositional and hierarchical in nature. The meaning of a sentence is constructed from 
smaller parts (e.g., words in a sentence) in a structured way. Language is also generated in a way that 
constantly reuses the knowledge acquired long ago---information beyond the sequence level. 
However, the sLM objective often fails to capture any of these, leading to naive  mistakes (e.g., 
misreading the negation in a sentence). 
 
In this talk, we will focus on the algorithmic side of pretraining by investigating two potential solutions 
to the drawbacks of the sLM objective. In the first half of the talk, we will discuss our newly proposed 
understanding the objective function of pretraining from the mutual information maximization 
perspective. Our new framework allows us to construct pretraining tasks around more complex views 
of the sentence (e.g., phrases or semantic parses) beyond solely the word-level. In the second half of 
the talk, we will focus on how we incorporate syntactic bias from a generative model (RNNG) into the 
pretraining stage by constructing a baseline employing distillation approach. 
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